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The design of reduced-order observer for Linear Parameter Varying (LPV) time-delay systems is addressed. Necessary conditions guaranteeing critical structural properties for the observation error dynamics are first provided through nonlinear algebraic matrix equalities. An explicit parameterization of the family of observers fulfilling these necessary conditions is then derived. Finally, an approach based on Linear Matrix Inequalities (LMIs) is provided and used to select a suitable observer within this family, according to some criterion; e.g. maximization of the delay-margin or guaranteed suboptimal $L_2$-gain. Examples from the literature illustrate the efficiency of the approach.
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1 Introduction

Time-delay systems are omnipresent: from engineering to economics passing through biology, ecology and social sciences. This ubiquity has made these systems more and more attractive over the last century (Kolmanovskii and Myshkis 1999, Niculescu 2001, Gu et al. 2003, Fridman 2001, Michiels and Niculescu 2007). However, most of the breakthroughs in that topic have been made within the past three decades and many problems remain open. Amongst other, the observation is a relatively few studied topic compared to stability, filtering and control. The observation of time-delay systems has been studied for instance in (Fiagbedzi and Pearson 1990, Fattouh et al. 1998, 1999b,a, Aggoune et al. 1999, Fattouh et al. 2000c,b,a,d, Sename 2001, Darouach 2001, Sename et al. 2001, Koenig et al. 2004, Darouach 2005, Koenig et al. 2006, Sename and Briat 2006, 2007, Sename 2007).


The stability analysis and control of LPV time-delay systems have been explored in (Wu and Grigoriadis 2001, Wu 2001b, Zhang et al. 2002, Zhang and Grigoriadis 2005, Briat et al. 2007a, 2008b, 2010). However, the problem is far from being easy since this class of problems inherits of the difficulty of each subclass but, additionally, new troubles occur. As an example, many analy-
sis tools developed for LPV systems fail when applied to LPV time-delay systems (e.g. projection lemma, dualization lemma). Conversely, many results obtained for Linear Time Invariant (LTI) time-delay systems cannot be applied to LPV ones due to their time-varying nature, e.g. frequency domain methods or eigenvalue based analysis techniques. Finally, amongst the remaining possible approaches, Lyapunov-Krasovskii-Functionals-based techniques are certainly the most useful.

The problem of observation of LPV time-delay systems has been relatively few studied in the literature, several works are devoted to the filtering of LPV time-delay systems (Mohammadpour and Grigoriadis 2006a,b, 2007, Briat et al. 2009a). In (Briat et al. 2007b) is developed a simple method for observers design based on a 'free-weighting matrices' approach, extended to the LPV case. Compared to the authors previous work, the provided approach is much more efficient since it involves fewer decision variables and convex constraints (LMIs).

We propose in this paper to attack the problem using an algebraic approach, extended from (Darouach 2001) to the LPV case. Since the system is not time-invariant anymore, the problem is slightly more difficult than in the LTI case due to the parameter independence of some of the observer matrices. Structural necessary conditions reflecting the constraints on the desired structure for the dynamic model of the observation error are obtained. From these conditions, implicitly defining a family of observers, an explicit parameterization of all these observers is obtained. Finally, LMI conditions (Briat et al. 2008b, 2010) are then derived in order to choose a suboptimal observer which guarantees given objectives, such as a maximal delay-margin or a minimal suboptimal $L^2$-gain of the transfer mapping the exogenous inputs to the observation error. Similarly, as in (Briat et al. 2009b,a, 2010), a 'slack-variable' approach is considered in order to make the design problem easier than the original LMI obtained directly from the Lyapunov-Krasovskii Theorem. The obtained conditions are both more computationally attractive and less conservative than the ones in (Briat et al. 2007b).

The paper is structured as follows: in Section 2 definitions and preliminary results are stated. Section 3 is devoted to the derivation of the main results of the paper. Finally, examples are considered in Section 4.

The notations are quite standard, for symmetric matrices $A, B$: $A \prec B$ stands for $A - B$ negative definite, $S^n_{++}$ is the cone of symmetric positive definite matrices of dimension $n$. For a general matrix $A$, $A^\dagger$ stands for its Moore-Penrose pseudoinverse, and for a square matrix $A$ we define $A^S = A + A^T$.

## 2 Definitions and Preliminary Results

The objective of the paper is to determine whether there exists an $r$-order LPV observer of the form:

$$\begin{align*}
\dot{\xi}(t) &= M_0(\rho)\xi(t) + M_h(\rho)\xi(t-h(t)) + S(\rho)u(t) + N_0(\rho)y(t) + N_h(\rho)y(t-h(t)) \\
\dot{z}(t) &= \xi(t) + Hy(t)
\end{align*}$$

(1)

for the class of LPV time-delay systems defined by

$$\begin{align*}
\dot{x}(t) &= A(\rho)x(t) + A_h(\rho)x(t-h(t)) + B(\rho)u(t) + E(\rho)w(t) \\
y(t) &= Cx(t), \quad C \text{ full row rank} \\
z(t) &= Tx(t), \quad T \text{ full row rank} \\
x(\theta) &= \phi(\theta), \quad \theta \in [-h_m, 0]
\end{align*}$$

(2)

where $x \in \mathbb{R}^n$, $w \in \mathbb{R}^m$, $\xi \in \mathbb{R}^r$, $u \in \mathbb{R}^q$, $z \in \mathbb{R}^r$, $y \in \mathbb{R}^s$ and $\phi \in C([-h_m, 0], \mathbb{R}^n)$ are the system state, the exogenous input, the observer state, the known system control input, the
signal to estimate, the measured output and the functional initial condition. In order to obtain an observer which depends on the parameter values $\rho(t)$ only (and not on their derivative $\dot{\rho}(t)$), the matrices $C, H$ and $T$ are set as parameter independent. Note that $C$ can always be made parameter independent through an appropriate filtering of the measured output $y(t)$.

The parameter vector $\rho(\cdot)$ is assumed to belong to the set:

$$\mathcal{P} := \{ \rho : \mathbb{R}_+ \rightarrow U_\rho \subset \mathbb{R}^p, \dot{\rho} \in \text{co}\{U_\nu\} \}$$  \hspace{1cm} (3)

where $U_\rho$ is a compact and connected set of $\mathbb{R}^p$, $U_\nu$ is the set of vertices of the parameter derivative space and co{·} is the convex-hull operator. The time-varying delay $h(t)$ is assumed to belong to the set

$$\mathcal{H} := \{ h : \mathbb{R}_+ \rightarrow [0, h_m], \hat{h}(t) \leq \mu < 1 \}$$  \hspace{1cm} (4)

where $0 < h_m < +\infty$.

With the above ingredients in mind, the main problem of the paper can be stated as follows:

*Problem 2.1* Find an LPV time-delay observer of the form (1) for system (2) which

1) asymptotically stabilizes the observation error $e(t) = z(t) - \hat{z}(t)$, i.e. $||e(t)|| \rightarrow 0$ as $t \rightarrow +\infty$ when $w \equiv 0$ and $||\phi|| \neq 0$; and

2) provides a guaranteed (suboptimal) $L_2$ gain from the exogenous input $w$ to the estimation error $e$, i.e. $||e||_{L_2} \leq \gamma ||w||_{L_2}$, $\forall w \in L_2$ and for some $\gamma > 0$ when $||\phi|| = 0$.

The observation error defined above is governed by the following dynamical equation:

$$\dot{e}(t) = M_0(\rho)e(t) + M_h(\rho)e(t - h(t)) + (TA(\rho) - M_0(\rho)F - N_0(\rho)C - HCA(\rho))x(t) + (TA_h(\rho) - M_h(\rho)F - N_h(\rho)C - HCA_h(\rho))x(t - h(t)) + (FB(\rho) - S(\rho))u(t) + FE(\rho)w(t)$$  \hspace{1cm} (5)

where $F = T - HC$. In order to make the observer error independent of the system state and the control input, the following nonlinear algebraic conditions must be fulfilled:

$$TA(\rho) - M_0(\rho)F - N_0(\rho)C - HCA(\rho) = 0,$$  \hspace{1cm} (6)

$$TA_h(\rho) - M_h(\rho)F - N_h(\rho)C - HCA_h(\rho) = 0,$$  \hspace{1cm} (7)

$$S(\rho) - FB(\rho) = 0.$$  \hspace{1cm} (8)

If one the above conditions is not satisfied, say the first one, then the observation error cannot converge to 0 when the current state $x(t)$ is different from 0. Indeed, in such a case, the state will act as an exogenous input on the observation error dynamical model (5). This suggests that when the matrices are uncertain, it is unlikely possible to observe exactly the state of the system due to the practical impossibility of fulfilling the above equalities. This also suggests that when the system matrices are exactly known, it is theoretically possible to observe unstable systems\(^1\). This is basically not true when the system matrices are partially unknown. Note that the condition for the cancelation of the control input can always be satisfied since $S(\rho)$ is only involved in (8). So, assuming all the above conditions hold, the resulting dynamical model for the observation error writes

$$\dot{e}(t) = M_0(\rho)e(t) + M_h(\rho)e(t - h(t)) + (T - HC)E(\rho)w(t).$$  \hspace{1cm} (9)

\(^1\)This is however hardly possible in practice due to approximation/numerical errors.
This leads to the following proposition:

**Proposition 2.2:** There exists an $r$-order LPV observer of the form (1) for system (2) ensuring an $L_2$ gain for the transfer $w \rightarrow e$ lower than $\gamma$ if and only if

1) The observation error $e(t)$ is asymptotically stable, i.e. $e(t) \rightarrow 0$ as $t \rightarrow +\infty$ when $w \equiv 0$ and $||\phi|| \neq 0$;

2) The nonlinear algebraic equalities
   
   2a) $TA(\rho) - M_0(\rho)(T - HC) - N_0(\rho)C - HCA(\rho) = 0$
   
   2b) $TA_h(\rho) - M_h(\rho)(T - HC) - N_h(\rho)C - HCA_h(\rho) = 0$
   
   2c) $S(\rho) = (T - HC)B(\rho)$
   
   hold for all $\rho \in U$;

3) $||e||_{L_2} \leq \gamma||w||_{L_2}$ for all $w \in L_2$ and $||\phi|| = 0$.

Hence, the above result incorporates all the conditions an observer must fulfill to solve Problem 2.1. Indeed, the stability and performance constraints are given by 1) and 3) respectively while the constraints 2) are structural constraints imposed on the observer to decouple the observation error from the known inputs and the system state.

### 3 Observer design

We state in this section the conditions for the existence of an observer (1) for system (2).

**Theorem 3.1:** The conditions 2) of Proposition 2.2 can be satisfied if and only if one of the following equivalent statements hold:

1) The constant matrix $H \in \mathbb{R}^{r \times s}$ is such that the equality

   
   $[\varphi(\rho) - H\psi(\rho)][I - \phi^T\phi] = 0$  \hspace{1cm} (10)

   holds for all $\rho \in U$, where

   
   $\phi = \begin{bmatrix} T & 0 \\ 0 & T \\ C & 0 \end{bmatrix}$, $\psi(\rho) = [CA(\rho) \, CA_h(\rho)]$ and $\varphi(\rho) = [TA(\rho) \, TA_h(\rho)]$.

2) The constant matrix $H \in \mathbb{R}^{r \times s}$ is such that the equality

   
   $\text{rank} \left[ \begin{bmatrix} \varphi(\rho) - H\psi(\rho) \\ \phi \end{bmatrix} \right] = \text{rank}[\phi]$  \hspace{1cm} (11)

   holds for all $\rho \in U$ with the matrices defined above.

**Proof:** Since 2c) in Proposition 2.2 can always be satisfied, the remaining problem is the existence of solutions to 2a) and 2b). First, let us rewrite (6)-(7) in the form of the following linear algebra problem

   
   $O(\rho)\phi = \varphi(\rho) - H\psi(\rho)$  \hspace{1cm} (12)

   where the parameter-independent matrix $H$ is placed on the right-hand side and the remaining parameter-dependent unknown matrices $O(\rho) = \begin{bmatrix} M_0(\rho) & M_h(\rho) & K_0(\rho) & K_h(\rho) \end{bmatrix}$, $K_0(\rho) = N_0(\rho) - M_0(\rho)H$ and $K_h(\rho) = N_h(\rho) - M_h(\rho)H$ are parameterized in terms of this matrix $H$. According to (Skelton et al. 1997), there exist solutions to such an equation if and only if (10) holds for
some $H \in \mathbb{R}^{r \times s}$ and for all $\rho \in U_{\rho}$. The rank condition (11) is obtained using standard linear algebra by considering the equality:

$$[O(\rho) H] \begin{bmatrix} \phi \\ \psi(\rho) \end{bmatrix} = \varphi(\rho).$$

(13)

An immediate conclusion of the above result concerns the case when the matrix $\phi$ is full column rank. In such a case, the equality $I - \phi^+ \phi = 0$ holds and hence statement 1) of Theorem 3.1 holds for any $H \in \mathbb{R}^{r \times s}$. Since $\phi \in \mathbb{R}^{2(r+s) \times 2n}$, then the matrix can be full column rank only when $r + s \geq n$ (i.e. $\dim(z) + \dim(y) \geq \dim(x)$). For instance, if a full-order observer is sought, then $r = n$, $T = I_n$ and $\phi$ is automatically full-column rank. When the matrix $\phi$ is not full-column rank, i.e. $I - \phi^+ \phi \neq 0$, then the matrix $H \in \mathbb{R}^{r \times s}$ must be chosen such that one of the statements of Theorem 3.1 is satisfied.

Conditions 2) of Proposition 2.2 implicitly define a matching family of observers for system (2). Assuming one of the conditions of Theorem 3.1 satisfied, it is possible to give a parametrization of this family, as stated in the following lemma:

**Lemma 3.2:** When the conditions of Theorem 3.1 are fulfilled, the observer matrices are given by the expressions $M_0(\rho) = \Theta(\rho) - L(\rho) \Xi$, $M_h(\rho) = \Upsilon(L(\rho)) \Omega$ where $L(\rho)$ is an arbitrary matrix with appropriate dimensions and

$$\Theta(\rho) = TA(\rho)U - HC A(\rho)U - [\varphi(\rho) - H \psi(\rho)] \phi^+ \Delta_0 CU$$

$$\Xi = -(I - \phi \phi^+) \Delta_0 CU$$

$$\Upsilon(\rho) = TA_h(\rho)U - HC A_h(\rho)U - [\varphi(\rho) - H \psi(\rho)] \phi^+ \Delta_h CU$$

$$\Omega = -(I - \phi \phi^+) \Delta_h CU$$

$$S(\rho) = FB(\rho)$$

$$N_0(\rho) = O_s(\rho) \Delta_0 + M_0(\rho) H$$

$$N_h(\rho) = O_s(\rho) \Delta_h + M_h(\rho) H$$

$$F = T - HC$$

$$O_s(\rho) = [\varphi(\rho) - H \psi(\rho)] \phi^+ - L(\rho)(I - \phi \phi^+)$$

with

$$\Delta_0 = \begin{bmatrix} 0 \\ 0 \\ I_s \\ 0 \\ 0 \end{bmatrix} \quad \text{and} \quad \Delta_h = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.$$

**Proof:** Assuming a solution to the equation (13) exists, then the general solution is expressed as (Skelton et al. 1997):

$$O_s(\rho) = [\varphi(\rho) - H \psi(\rho)] \phi^+ - L(\rho)(I - \phi \phi^+)$$

(15)

where $L(\rho)$ is an arbitrary matrix function. Then, rewrite (6)-(7) as

$$M_0(\rho)T = TA(\rho) - [K_0(\rho) H] \begin{bmatrix} C \\ CA(\rho) \end{bmatrix},$$

(16)

$$M_h(\rho)T = TA_h(\rho) - [K_h(\rho) H] \begin{bmatrix} C \\ CA_h(\rho) \end{bmatrix},$$

(17)

Using the fact that $T$ is a full row rank matrix, it is thus possible to build a matrix $U$ such that
\( TU = I_r \). Right multiplying (16) and (17) by \( U \) yields

\[
\begin{align*}
M_0(\rho) &= TA(\rho)U - \left[K_0(\rho) H\right] C \left[CA(\rho)\right] U, \\
M_h(\rho) &= TA_h(\rho)U - \left[K_h(\rho) H\right] C \left[CA_h(\rho)\right] U.
\end{align*}
\]  

(18)

Using the above defined \( \Delta_0 \) and \( \Delta_h \), it comes \( K_0(\rho) = O_s(\rho)\Delta_0 \) and \( K_h(\rho) = O_s(\rho)\Delta_h \). Finally, the algebraic relations of Lemma 3.2 are obtained after substitution of \( K_0(\rho) \) and \( K_h(\rho) \) into the expressions (18).

After substitution of the explicit expressions of the matrices \( M_0(\rho), M_h(\rho) \) and \( H \) into the dynamical model (9), the estimation error dynamical model becomes:

\[
\dot{e}(t) = (\Theta(\rho) - L(\rho)\Xi)e(t) + (\Upsilon(\rho) - L(\rho)\Omega)e(t - h(t)) + (T - HC)E(\rho)w(t).
\]  

(19)

Obviously, the obtained dynamical model for the observation error is parameterized by the free matrix function \( L(\rho) \) and the constant matrix \( H \) should be chosen such that Theorem 3.1 is satisfied. So, the remaining problem consists of suitable choice for \( L(\rho) \) and \( H \) which leads to stability and performance for (19).

**Remark 1:** It seems important to note that, under some circumstances, it can be possible to remove completely the influence of the exogenous inputs independently of \( L(\rho) \) by choosing appropriately the matrix \( H \in \mathbb{R}^{r \times s} \). Indeed, if the matrix \( H \) can be chosen such that both \( (T - HC)E(\rho) = 0 \) and Theorem 3.1 are satisfied, then the observation error evolution is totally decoupled from the exogenous input. In such a case, it is clear that the \( L_2 \) gain from \( w \) to \( e \) is 0 and \( L(\rho) \) is the only remaining degree of freedom and must be chosen according to some stability constraints only, e.g. pole placement, maximal delay margin.

The following theorem provides a way of choosing the matrices \( L(\rho) \) and \( H \) such that both the state observation error is asymptotically stable for all \((\rho, h) \in \mathcal{P} \times \mathcal{H}\) and the \( L_2 \) gain from the exogenous input to the observation error is lower than \( \gamma > 0 \).

**Theorem 3.3:** There exists a parameter dependent observer (1) such that Problem 2.1 is solved if there exist a continuously differentiable matrix function \( P : U_\rho \rightarrow S_{++}^r \), a matrix function \( L : U_\rho \rightarrow \mathbb{R}^{r \times (2r + 2s)} \), constant matrices \( Q, R \in S_{++}^r \), \( X \in \mathbb{R}^{r \times r} \), \( \bar{H} \in \mathbb{R}^{r \times s} \) and a positive scalar \( \gamma \) such that the LMI:

\[
\begin{bmatrix}
-X^S \Sigma_{12}(\rho) \Sigma_{13}(\rho) \Sigma_{14}(\rho) & 0 & X^T & h_m R \\
* & \Sigma_{22} & R & 0 & I_r & 0 & 0 \\
* & * & \Sigma_{33} & 0 & 0 & 0 & 0 \\
* & * & * & -\gamma I_m & 0 & 0 & 0 \\
* & * & * & * & -\gamma I_r & 0 & 0 \\
* & * & * & * & * & -P(\rho) - h_m R & 0 \\
* & * & * & * & * & * & -R
\end{bmatrix} < 0
\]  

(20)
holds for all \( \rho \in U_\rho, \nu \in U_\nu \) where

\[
\begin{align*}
\Sigma_{12}(\rho) &= X^T \Theta_0(\rho) - \bar{H} \Theta_H(\rho) - \bar{L}(\rho) \Xi \\
\Sigma_{13}(\rho) &= X^T \Upsilon_0(\rho) - \bar{H} \Upsilon_H(\rho) - L(\rho) \Omega \\
\Sigma_{14}(\rho) &= (X^T T - H C) E(\rho) \\
\Sigma_{22}(\rho) &= \frac{\partial P(\rho)}{\partial \rho} \nu - P(\rho) + Q - R \\
\Sigma_{32}(\rho) &= -(1 - \mu) Q - R \\
\Theta_0(\rho) &= T A(\rho) U - \varphi(\rho) \phi^+ \Delta_0 C U \\
\Theta_H(\rho) &= C A(\rho) U - \psi(\rho) \phi^+ \Delta_0 C U \\
\Upsilon_0(\rho) &= T A_h(\rho) U - \varphi(\rho) \phi^+ \Delta_H C U \\
\Upsilon_H(\rho) &= C A_h(\rho) U - \psi(\rho) \phi^+ \Delta_H C U
\end{align*}
\]

(21)

In such a case, the observer ensures \( \|e\|_{L_2} \leq \gamma \|w\|_{L_2} \) and is obtained using Lemma 3.2 with \( L(\rho) = X^{-T} \bar{L}(\rho) \) and \( H = X^{-T} \bar{H} \).

**Proof:** The proof is given in Appendix A.

**Remark 2:** If \( H \) has already been chosen to satisfy Theorem 3.1, then it is sufficient to change \( H \) by \( X^T H \) in the above result. In such a case, the matrix \( X \) can now be made parameter dependent, i.e. \( X : U_\rho \rightarrow \mathbb{R}^{r \times r} \) and the LMI is solved for \( P(\rho), X(\rho), Q, R, L(\rho) \) and \( \gamma \).

Such a parameter dependent LMI can be solved by different techniques including for instance gridding (Apkarian and Adams 1998) or any other technique (Scherer 2006).

### 4 Examples

#### 4.1 Example 1: Full-order observer for stable systems

Let us consider the following system

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} 0 & 1 + 0.2 \rho(t) \\ -2 & -3 + 0.1 \rho(t) \end{bmatrix} x(t) + \begin{bmatrix} 0.2 \rho(t) & 0.1 \\ -0.2 + 0.1 \rho(t) & -0.3 \end{bmatrix} x_h(t) + \begin{bmatrix} -0.2 \\ -0.2 \end{bmatrix} w(t) + \begin{bmatrix} 1 + \rho \\ 2 + \rho \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) \\
z(t) &= x(t) \\
\rho(t) &\in [-1,1] \\
\dot{\rho}(t) &\in [-1,1]
\end{align*}
\]

(22)

slightly modified from (Mohammadpour and Grigoriadis 2007).

The matrix \( \phi \) in Theorem 3.1 is full-column rank, hence \( H \) does not need to be chosen a priori. The structure of \( L(\rho) \) is arbitrarily chosen to be \( L(\rho) = L_2 \rho^2 + L_1 \rho + L_0 \) and we also pick \( P(\rho) = P_0 + P_1 \rho + P_2 \rho^2 / 2 \). Using Theorem 3.3 and a gridding approach, we seek the maximal delay value for which there exists an observer and we find \( h_m = 213.238 \) seconds using a bisection approach. Now, let \( h_m = 0.8 \), we find the minimal \( \gamma = 1.39 \cdot 10^{-4} \) with the observer

\[
M_0(\rho) = \begin{bmatrix} -0.0006 \rho^2 + 0.00001 \rho - 5.1879 & 0 \\ 0 & -0.1 \rho - 4 \end{bmatrix}, \quad H = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

(23)

\[
M_h(\rho) = \begin{bmatrix} 0 & 0 \\ 0 & -0.4 \end{bmatrix}, \quad N_h(\rho) = \begin{bmatrix} 0 \\ -0.1 \rho - 0.6 \end{bmatrix}, \quad N_0(\rho) = \begin{bmatrix} 0 \\ -0.1 \rho - 6 \end{bmatrix}
\]

(24)
For simulation, the constant delay is set to $h(t) = 0.5, t \in \mathbb{R}_+$, the parameter is chosen as $\rho(t) = \sin(t)$, a known input signal of the form $u(t) = \sin(10t)$ is applied at $t = 6$ seconds while a step disturbance $w(t)$ of amplitude 10 is applied at $t = 12$ seconds (see Fig. 1). The state trajectories and their respective estimated values are depicted in Figure 2 where we can observe that, using the knowledge of the known input $u$, the state estimation is accurate even in presence of a disturbance of large amplitude, due to the high $L_2$ attenuation (note that $||(T-HE(\rho))||_2 \simeq 10^{-6}$).

4.2 Example 2: Reduced order observer for stable systems

Let us consider now the same system as in Section 4.1 with the difference that $y(t) = [0 \ 1] x(t)$ and $z(t) = [1 \ 0] x(t)$. (25)

Hence, we would like to obtain a reduced-order controller estimating the first state from the measurement of the second state only. Since the matrix $\phi$ is full-column rank, then $H$ is not restricted. Using Theorem 3.3 with $h_m = 0.8$ and a griding of the conditions, we find a minimal $\gamma = 0.2565$, showing that total decoupling is not possible in this case. The observer matrices are given by

\begin{align*}
M_0(\rho) &= -2.3306, & M_h(\rho) &= 0.3165\rho - 0.23306, & N_0(\rho) &= 0.3165\rho + 0.2199, \\
N_h(\rho) &= 0.36885\rho + 0.02199, & H &= -1.1653, & S(\rho) &= 2.16528\rho + 3.3306. \quad (26)
\end{align*}

The simulation result is depicted in Fig. 3 for which the same scenario as in Example 1 has been chosen. In this case, however, the disturbance affects the steady-state estimation error. This is indeed due to the smaller number of degrees of freedom available for the observer.
4.3 Example 3: Observation of a milling process

Let us consider a milling process (Zhang et al. 2002) described by the model

\[ \dot{x}(t) = (A_0 + \rho(t)A_1)x(t) + (A_{h0} + \rho(t)A_{h1})x(t - h) \]  

(27)

where the delay \( h = \pi/\omega \) is constant, \( \rho(t) = \cos(2\omega t + \beta) \), \( \beta > 0 \) and \( \omega > 0 \) is the angular velocity. The system matrices are given by

\[
A_0 = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-(10 + 0.1710k) & 10 & 0 & 0 \\
5 & -15 & 0 & -0.25
\end{bmatrix}, \quad A_0 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0.5k & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

(28)

\[
A_{h0} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0.1710k & 10 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad A_{h1} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-0.5k & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

where \( k > 0 \) is the cutting stiffness constant. We assume that the displacement of the blade \( x_1(t) \) and the tool \( x_2(t) \) are measured while the whole state is desired to be estimated, that is

\[ y(t) = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} x(t) \text{ and } z(t) = x(t). \]

(29)

According to the discussion in (Zhang et al. 2002), the parameter has unbounded derivative, hence we pick \( P(\rho) = P_0 \) and \( L(\rho) = L_0 + L_1\rho + L_2\rho^2 \). For the observer design, we pick \( h_m = 0.8 \) (hence \( h \leq h_m, \omega \geq \pi/0.8 \)), \( k = 0.2 \) and use Theorem 3.3 where \( H \) is unconstrained since \( \phi \) is full-column rank. For simulation, we pick \( \omega = 10 \text{ rad/s} \) and \( \beta = 7\pi/18 \). The results are depicted in Fig. 4 where we can see that the observer is able to track the system state accurately.

4.4 Remarks on Examples

It is important to explain how the above matrices have been obtained. Actually, since many matrix manipulations (pseudoinverse, inverse and arithmetical operations) have been performed numerically, many errors may also have been accumulated. Initially, the obtained matrices are rational functions of high order (approx. 10) but after a deeper analysis, we can see that many poles/zeros cancelations are prevented by small numerical errors in the coefficients of the rational functions. Hence, using a least mean square approximation on each coefficient of the matrices, it is possible to simplify the overall expression of the observer. In Example 4.1, the \( \mathcal{L}_2 \) norm of the error between the initial rational function and the approximant is of order \( 10^{-6} \).
5 Conclusion

The design of a class of observers for LPV time-delay systems has been addressed. The approaches are based on the use of algebraic techniques to parameterize a family of observers which satisfies a set of structural constraints. Then, an observer which guarantees stability and performance criteria is determined using LMIs. The approach has been finally illustrated through examples demonstrating the relevance of the approach.

The current limitations of the approach lie in the difficulty of knowing the time-varying delay exactly. This knowledge is necessary to the implementation of the observers, extensions to the uncertain delay knowledge cases might be possible using techniques inspired from (Briat et al. 2010). Other possible extensions are possible, e.g. widening the class of systems by allowing the measured output to depend on the parameters, the exogenous inputs and the delayed state. Finally, the class of observers could also be improved by making $H$ parameter-dependent.

Appendix A: Proof of theorem 3.3

For convenience, the following LPV time-delay system is introduced:

$$\begin{align*}
\dot{x}(t) &= A(\rho)x(t) + A_h(\rho)x(t - h(t)) + E(\rho)w(t) \\
z(t) &= C(\rho)x(t) \\
\rho &\in \mathcal{P} \\
h &\in \mathcal{H}
\end{align*}$$  \tag{A1}
and will be used throughout the proof. Let us also consider the Lyapunov-Krasovskii functional (Briat et al. 2008a,b, 2009a,b) extended from (Han 2005, Gouaisbaut and Peaucelle 2006):

\[ V(x_t) := x(t)^T P(\rho) x(t) + \int_{t-h(t)}^{t} x(\theta)^T Q x(\theta) d\theta + h_m \int_{-h_m}^{0} \int_{t+\theta}^{t} \dot{x}(s)^T R \dot{x}(s) ds d\theta \]

(A2)

playing the role of the storage function in the dissipativity criterion. Define also the supply-rate \( s(w, z) := \gamma w^T w - \gamma^{-1} z^T z \) which characterizes the \( \mathcal{L}_2 \)-gain from the input \( w \) to the output \( z \) of the system (A1). Then, considering the function \( H_d(t) := V(x_t) - \int_0^t s(w(\theta), z(\theta)) d\theta \), and differentiating it along the trajectories solutions of the system (A1) yields

\[ \dot{H}_d \leq \xi(t)^T \begin{bmatrix} \Psi(\rho, \dot{\rho}) & P(\rho) A_h(\rho) & P(\rho) E(\rho) \\ * & -(1-\mu)Q & 0 \\ * & * & 0 \end{bmatrix} + h_m^2 \begin{bmatrix} A(\rho)^T & A_h(\rho)^T \\ A_h(\rho)^T & E(\rho)^T \end{bmatrix} R \begin{bmatrix} A(\rho)^T \\ A_h(\rho)^T \\ E(\rho)^T \end{bmatrix}^T \xi(t) \]

\[ + \mathcal{I} - s(w(t), z(t)), \]
\[ \Psi(\rho, \dot{\rho}) = A(\rho)^T P(\rho) + P(\rho) A(\rho) + \frac{\partial P(\rho)}{\partial \rho} \dot{\rho} + Q, \]

\[ s(w, z) = \gamma w^T w - \gamma^{-1} z^T z, \]
\[ \mathcal{I} = -h_m \int_{t-h(t)}^{t} \dot{x}(s)^T R \dot{x}(s) ds, \]
\[ \xi(t) = \text{col}[x(t), x(t-h(t)), w(t)]. \]

Using the Jensen’s inequality (Gu et al. 2003) on the term \( \mathcal{I} \), we get

\[ \mathcal{I} \leq -(x(t) - x(t-h(t)))^T R (x(t) - x(t-h(t))). \]

(A3)

Then expanding the above relations, adding them up and using Schur complements, the following LMI is obtained

\[ \begin{bmatrix} \Psi(\rho, \dot{\rho}) & P(\rho) A_h(\rho) + R P(\rho) E(\rho) C(\rho)^T & h_m A(\rho)^T R \\ * & -(1-\mu)Q - R & 0 \\ * & * & -\gamma I & 0 \\ * & * & * & -\gamma I \end{bmatrix} \prec 0 \]

(A4)

and ensures the stability of system (A1) by virtue of the Lyapunov-Krasovskii Theorem. Due to the multiple products \( P(\rho) A(\rho) \) and \( RA(\rho) \) between system and Lyapunov matrices, the linearization after substitution of the matrices of (19) is not possible. Following (Briat et al. 2009a,b, 2010), the following dilated version of the above inequality is used instead:

\[ \begin{bmatrix} -X(\rho)^S & X(\rho)^T A(\rho) + P(\rho) & X(\rho)^T A_h(\rho) & X(\rho)^T E(\rho) & 0 & X^T h_m R \\ * & \frac{\partial P}{\partial \rho} \dot{\rho} - P(\rho) + Q - R & R & 0 & C(\rho)^T & 0 & 0 \\ * & * & -Q_{\rho} - R & 0 & 0 & 0 & 0 \\ * & * & * & -\gamma I_m & 0 & 0 & 0 \\ * & * & * & * & -\gamma I_r & 0 & 0 \\ * & * & * & * & * & -P(\rho) - h R & 0 \\ * & * & * & * & * & * & -R \end{bmatrix} \prec 0 \]

(A5)

where \( X(\rho) \in \mathbb{R}^{r \times r} \) is an additional free matrix. As explained in the above references, the LMI (A5) is not equivalent to (A4) but is only sufficient.
Substitute the observation error dynamic model in (A5) with $C(\rho) = I_r$, expand the expression and perform the change of variables $H = X^TH, L(\rho) = X^TL(\rho)$ (where $X$ is set constant since $H$ is constant) to obtain the LMI (20). Finally, since the LMI is affine in $\rho$, then using a convexity argument, it is enough to check the feasibility of the LMIs at the vertices of $co\{U_\nu\}$, namely on the set $U_\nu$. This completes the proof.
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